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Fig. 1. Conventional holographic displays use a single laser source that provides a limited étendue, here visualized by a recorded spectrum that only covers a
small area of the Fourier plane (b). Single-source holograms therefore only support a limited eyebox size, which means that an image can be observed only
when the user’s pupil (b, red) is well aligned with the eyebox (c). The image quickly degrades and fades into black as the pupil (b, blue) shifts even a small
amount (d). Using multi-source illumination (a), our holographic display creates a significantly expanded coverage of addressable spatial frequencies (e) which,
combined with our content-adaptive Fourier modulation strategy, achieves a large étendue with better image quality across an expanded eyebox (f,g).

Emerging holographic display technology offers unique capabilities for next-
generation virtual reality systems. Current holographic near-eye displays,
however, only support a small étendue, which results in a direct tradeoff
between achievable field of view and eyebox size. Etendue expansion has
recently been explored, but existing approaches are either fundamentally
limited in the image quality that can be achieved or they require extremely
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high-speed spatial light modulators. We describe a new étendue expansion
approach that combines multiple coherent sources with content-adaptive
amplitude modulation of the hologram spectrum in the Fourier plane. To
generate time-multiplexed phase and amplitude patterns for our spatial
light modulators, we devise a pupil-aware gradient-descent-based computer-
generated holography algorithm that is supervised by a large-baseline target
light field. Compared with relevant baseline approaches, ours demonstrates
significant improvements in image quality and étendue in simulation and
with an experimental holographic display prototype.
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1 INTRODUCTION

Holographic near-eye displays offer unique benefits to virtual and
augmented reality (VR/AR) applications. For example, holographic
displays can present perceptually realistic 3D images with natural
parallax to the user in lightweight device form factors [Gopakumar
et al. 2024; Jang et al. 2024; Kim et al. 2022; Maimone et al. 2017].
Yet, the étendue of holographic displays is fundamentally limited by
the pixel count of the underlying spatial light modulators (SLMs),
preventing current holographic near-eye displays from achieving
a large field of view and eyebox simultaneously. This limitation
is a fundamental barrier towards making this a practical display
technology.

Increasing the pixel count of an SLM seems like the natural solu-
tion. However, developing large-area phase-only SLMs with pixel
pitches matching the small feature sizes (i.e., tens of nanometers) of
analog holographic films [Benton and Bove Jr 2008] is simply not
feasible with today’s hardware solutions. To overcome this problem,
étendue expansion techniques have been described in the literature,
including those based on static, high-resolution masks [Buckley et al.
2006; Kuo et al. 2020; Monin et al. 2022a; Park et al. 2019; Tseng et al.
2024; Yu et al. 2017], pupil replication [Kress and Chatterjee 2020],
steered or multi-source illumination [Jang et al. 2018; Jo et al. 2022;
Lee et al. 2020, 2022; Monin et al. 2022b], and making use of higher-
diffraction orders and pupil optimization [Schiffers et al. 2023; Shi
et al. 2024]. However, each of these approaches has its limitations,
as mask-based systems do not have sufficient degrees of freedom to
achieve a high image quality, pupil replication approaches cannot
create natural 3D effects and parallax over the eyebox, and steered
sources are hindered by the requirement for high-speed SLMs as
well as high diffraction orders (HDOs) that fundamentally limit the
image quality. As a result, none of these solutions is able to achieve
high-quality 3D holography with a large étendue.

Our work is motivated by the hypothesis that a holographic
display requires sufficient degrees of freedom to achieve a large field
of view and eyebox simultaneously. In the absence of an extremely
high-resolution SLM, this is only achievable using steered or multi-
source illumination. We thus build on the latter approach but address
its major shortcomings, HDOs and symmetric illumination copies,
by introducing a dynamic, programmable amplitude modulation
mechanism in the Fourier plane, after the SLM. This unique optical
setup allows us to extend steered / multi-source configurations such
that they modulate the frequency spectrum of the display image in a
content-adaptive manner. For this purpose, we leverage a stochastic
optimization approach that factors a target light field into a set of
time-multiplexed phase SLM and corresponding Fourier amplitude
masks that are displayed in rapid succession while being integrated
by the user’s eye.

Using the proposed system, we demonstrate improved 3D image
quality over a large étendue, surpassing the performances of existing
approaches in both simulation and experiment. Specifically, our
contributions include

o A novel optical holographic display configuration that com-
bines a time-multiplexed phase SLM near the image plane
and a dynamic amplitude SLM that controls the frequency
spectrum.
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e A computer-generated holography framework that uses sto-
chastic optimization to factor a target light field into a set of
phase—amplitude image pairs.

e Demonstration of improved 3D image quality among high-
étendue holographic displays.

Our method should be clearly distinguished from Multisource
Holography, a system recently proposed by Kuo et al. [2023] for
speckle reduction that also leverages a multi-source laser array. In
Multisource Holography, the multi-source laser and two phase-only
SLMs placed in close proximity are used to remove speckles, but
the system étendue remains limited since the spacing between each
source is relatively small. In our system, we place the laser sources
much farther apart to create a high-étendue backlight for the phase-
only SLM to greatly increase the eyebox size and place an amplitude
display at the Fourier plane.

2 RELATED WORK

Holographic Near-eye Displays. Holographic displays are a
promising technology for virtual and augmented reality applications
due to their unique capability to display true 3D content and signifi-
cant progress has been made recently [Chang et al. 2020; Javidi et al.
2021; Pi et al. 2022]. In particular, the advancement in computer
graphics, machine learning, and computing infrastructures have en-
abled real-time hologram rendering based on neural networks [Peng
et al. 2020; Shi et al. 2021], significantly improved image quality
with end-to-end optimization [Chakravarthula et al. 2020; Choi et al.
2022; Peng et al. 2020], higher light efficiency and brightness with
simultaneous control of multiple wavelengths and energy-efficiency
loss function [Chao et al. 2023; Kavakl et al. 2023; Markley et al.
2023], and thin form factors in eyeglasses-like design [Gopakumar
et al. 2024; Jang et al. 2024; Kim et al. 2022; Maimone et al. 2017]. De-
spite offering these unique capabilities, current holographic displays
fail to provide a comfortable immersive experience as they cannot
simultaneously provide a wide field of view (FoV) and a sufficiently
large eyebox (i.e., the region in which a user’s eye perceives the
displayed content).

In a given display system, the product of the FoV and the eyebox
is a constant, referred to as the étendue. For a holographic display,
the étendue is directly proportional to the number of pixels in the
SLM. A 1080p SLM, for instance, can either support a wide field of
view (e.g., 80 degrees) with an eyebox smaller than 1 mm or vice
versa. However, increasing the SLM resolution to the point where
both large field of view and eyebox can be achieved simultaneously
faces significant challenges in manufacturing, cost, and addressing
speed, accuracy, and bandwidth. Instead, efforts have been made to
increase the étendue of holographic displays without increasing SLM
resolution. The approaches fall under two categories: (i) increasing
étendue after the SLM and (ii) increasing étendue before the SLM.

Post-SLM Etendue Expansion. The most representative method
in this category is mask-based étendue expansion [Buckley et al.
2006; Kuo et al. 2020; Monin et al. 2022a; Park et al. 2019; Tseng
et al. 2024; Yu et al. 2017], where a static mask at a resolution higher
than the SLM is placed after the SLM to increase the diffraction an-
gles of the SLM-modulated wavefront, thus increasing the étendue.
However, such systems suffer from difficulties in alignment and
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from reduced image quality and low contrast because their effective
degrees of freedom [Starikov 1982] are insufficient to synthesize
a high-quality large-étendue wavefront. Pupil replication [Bigler
et al. 2018, 2019; Draper et al. 2019; Draper and Blanche 2021, 2022;
Jang et al. 2024; Kress and Chatterjee 2020; Park and Kim 2018]
is another popular approach. It is implemented either by putting
a pupil-replicating waveguide after the SLM to replicate pupil lo-
cations at its out-coupler or using a pupil-replicating holographic
optical element (HOE) as the eyepiece, effectively expanding the
eyebox of the system. However, pupil-replicating displays cannot
display 3D content or natural parallax across the expanded eye-
box since the content within the eyebox are merely copies of the
same wavefront. Higher-diffraction orders combined with pupil
optimization can also be leveraged to slightly expand the eyebox
in the single-source case [Schiffers et al. 2023; Shi et al. 2024]. Fi-
nally, a regular eyepiece can be replaced by a lens array to partition
an unexpanded eyebox into an array of smaller chunks that cover
an expanded area [Chae et al. 2023; Wang et al. 2023; Xia et al.
2020]. However, this comes at an explicit cost of image quality and
brightness nonuniformity, especially when observed with a small

pupil.

Pre-SLM Etendue Expansion. Methods in this category modify
the laser illumination to expand étendue either through a multi-
source configuration or beam-steering. Jang et al. [2018] used a
micro-electromechanical-system (MEMS) mirror to temporally change
the laser illumination and steer the resulting pupils over a larger eye
box. Lee et al. [2020] implemented the same principle by arranging
individual laser diodes into a 2D array and sequentially turning
each one on to create temporal directional illumination. Monin et al.
[2022b] implemented per-pixel beam steering of the phase SLM
by using transmissive LCD panels and polarization gratings and
demonstrated that the étendue expansion amount scales exponen-
tially with the number of LCD layers. To permanently expand the
étendue, Jo et al. [2022] activated all illumination sources simulta-
neously. They introduced a random mask at the Fourier plane to
break the correlation among copies in the spectrum formed by di-
rectional illuminations. This effectively eliminates duplicate images
within the expanded eyebox. However, they did not demonstrate
view-dependent effects across the expanded eyebox and the random
mask is not content adaptive, resulting in reduced 3D realism and
low image quality. Instead of using multiple laser diodes that are
incoherent with each other, Lee et al. [2022] implemented a mutually
coherent multi-laser source using a lens array. The mutually coher-
ent sources can interfere constructively and destructively with each
other, granting the hologram optimization process more degrees of
freedom. However, their system requires eye tracking and a new
hologram needs to be optimized for each dynamic pupil location,
making the system challenging for real-time applications.

Fourier Modulation. Holographic display systems often require
Fourier plane filtering to remove HDOs created by the pixelated
structure of the phase SLM [Maimone et al. 2017; Peng et al. 2020;
Shi et al. 2021, 2022]. However, it is not straightforward to apply
this to a multi-source or beam steering setting since the directional
illuminations create shifted copies of the wavefront from normally
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Fig. 2. System Architecture. Multiple mutually incoherent sources illumi-
nate a fast phase-only SLM, creating a high-étendue backlight. An additional
amplitude display is placed at the Fourier plane to remove ghost image
artifacts created by HDOs and the multisource illumination. The phase
and amplitude patterns are optimized jointly for a target light field in a
content adaptive manner. We illustrate our design following the style of the
schematic in [Kuo et al. 2023] for easier comparison.

incident illumination and the associated HDOs in the Fourier do-
main. When using beam-steering, the filter position needs to be
dynamically adjusted to block the HDOs of the shifted wavefront.
To achieve this, Lee et al. [2020] placed a programmable polarization
shutter at the Fourier plane and synchronized the laser sources to
filter out the HDOs. However, when using multi-source illumination
for étendue expansion, HDOs associated with one illumination in-
termingle with the shifted wavefront of another illumination at the
Fourier domain, making it impossible to separate. It is therefore cru-
cial to model HDOs to precisely characterize how they contribute
to different angular views. Explicit modeling of HDOs has been
demonstrated for 2D images [Gopakumar et al. 2021] and 3D focal
stacks [Kim et al. 2022; Shi et al. 2024], but not for 4D light fields
under multi-source illumination.

Inspired by Jo et al. [2022], we employ a multisource laser il-
lumination and additionally place a dynamic amplitude SLM at
the Fourier plane to enable content adaptive modulation and time
multiplexing. We jointly optimize the patterns for the phase and
amplitude SLMs to reproduce a 4D light field rendered over an ex-
panded eyebox. We also explicitly model the HDOs and demonstrate
notable improvement in image quality and contrast. Collectively,
this new hardware and software co-design enables a dynamic view-
dependent holographic display with a large eyebox.

3 METHOD

In this section, we first review the conventional single-source holo-
graphic image formation model before introducing the multi-source
image formation model of our system.

3.1 Single-Source Holographic Image Formation Model

For on-axis Fresnel holography, a collimated beam from a laser
source illuminates an SLM with a normally incident, coherent field
usrc. The SLM imparts a spatially varying phase delay ¢ to the field
which propagates a distance z along the optical axis. The wavefront
at this plane can be mathematically described using the angular
spectrum method (ASM) [Goodman 2005] as a function of the phase

SA Conference Papers 24, December 3-6, 2024, Tokyo, Japan.
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pattern and distance from the SLM:

£ 8.2 =T {7 e () H (e fyi2)
2z, 1o (Af)? - 3 2 .
W(f;c,fy;z) _ 1-(Afx) (Af) if }fxz_,_fﬁ < % ( )
0 otherwise.

Here, A is the wavelength of light, x, y are the spatial coordinates on
the SLM, fx, fy are the frequency coordinates, and  is the transfer
function of the ASM. The operator f models free-space propaga-
tion between the parallel SLM and target planes separated by a
distance z. For notational convenience, we omit the dependence
of the fields on x and y. The intensity generated by a holographic
display at a distance z in front of the SLM is therefore |f (¢, 2)|?.
If a high-speed SLM is available, a time-multiplexed variant of the

2
image formation is ZtT:1 f (gb(t), z)‘ /T, where T phase SLM pat-

terns d)(t), t =1,...,T are rapidly displayed in sequence, and the
resulting intensities are averaged by the users’ eye [Choi et al. 2022].

3.2 Multi-Source Holographic Image Formation Model
with Fourier Modulation

To extend the single-source image formation model to our system,
we modify the formulation to incorporate off-axis collimated illumi-
nation traveling in direction k = (ky, ky, kz) and a programmable
amplitude mask P at the Fourier plane of the holographic display
system. This results in the model

O @22 = T HUD (f fisd) - H (e fys2) - P i)}
U (e fys ) = 7 (#0005} @

where j is the index of the source, and usr]c) (x,y) is the complex-
valued field modeling any deviations in amplitude and phase of
ik .x x= (x v, Z)
Moreover, usrC (x y) can optionally also include per-source, time-
dependent modulation, such as switching individual lasers on and
off. In our setup, we do not consider this case and assume that all
sources are turned on at all times. Please refer to the supplemental
material for more discussions about the generalized configuration

with amplitude-controllable laser sources us(rjc) (x,y).

source j = 1 ., J from a perfect plane wave e

3.3 Stochastic Optimization of Light Field Holograms

To reconstruct a light field, we use gradient descent to optimize a set
of time-multiplexed phase patterns ¢! ) and corresponding Fourier
masks #(*) by minimizing the following objective:

J
P 1 ¢ t _
pnimizs [\ 7 25 2 HRLE (1) (910,200, e
(©)
where s is a scale factor, Ifiarget is the amplitude of the target light
field, and H2LF is a hologram-to-light field transformation, such as
the Short-Time Fourier Transform (STFT) [Padmanaban et al. 2019;
Zhang and Levoy 2009].
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The memory consumption of the above optimization problem is
huge due to time multiplexing, multiple sources, and the explicit
modeling of HDOs. Therefore, it is impractical to realize H2LF using
the STFT since it reconstructs a whole light field and the memory
consumption would explode for a dense Iftarget. To solve this prob-
lem, we devise a stochastic version of Eq. 3 that allows us to optimize
a single light-field view rather than a full light field in each iteration
of the optimization routine. For this purpose, we randomly chose a

(P)
ftarget

descent step of Eq. 3. A binary pupil mask M (?) in the Fourier plane
in the hologram-to-light field transform is applied to reconstruct
one specific view as

H2LEF®) (f(j) (¢(f)’p(f)’z)) =f(j) ((]5(!)’?(1‘) -M<p),z),

L (fe —exp)? + (fy — cyp)? < 12, @
0, otherwise

view p of the target light 1 in each iteration and run a gradient

MP) (fo, fy) = {

where M(?) is a binary pupil mask in the Fourier plane, rp is the
radius of the pupil and cx,p, cy,p are the spatial coordinates of the
center of the pupil. This procedure is similar to the pupil-supervision
techniques described in [Chakravarthula et al. 2022; Schiffers et al.
2023; Shi et al. 2024]. Please refer to the supplemental material for
more details on our stochastic light field optimization procedure.

3.4 Implementation Details

Since we are using a highly-quantized 4-bit phase SLM, the quan-
tization of pixel values needs to be taken into consideration. Such
quantization constraints can be enforced using techniques described
in prior work [Choi et al. 2022]. Higher diffraction orders (HDOs) are
modeled using the wave propagation model described in [Gopaku-
mar et al. 2021]. We use PyTorch to implement all our algorithms
and run optimization.

In all our experiments, the radius r;, of the pupils are set to be 2
mm, resulting in a 4 mm diameter pupil. 81 pupils are equally spaced
in the Fourier plane (eyebox plane), where each pupil corresponds
to a single view in a 9 X 9 light field. The illumination directions of
the multisource laser are set such that they match the diffraction
angle of the +1%t higher diffraction orders of the blue wavelength.
This allows the blue spectrum copies to be perfectly tiled in the
Fourier plane, while removing the gaps between the red and green
wavelength spectrum copies. Please see the supplemental materials
for detailed discussion on the choosing the appropriate illumination
angles.

4  ANALYSIS
4.1 Optical System Analysis
The étendue G of a display is defined as the product of the display
area with the solid angle of emitted light:
G = 4Asin®6, (5)

where A is the display area and 26 is the solid angle of the emission
cone of each display pixel. Etendue is conserved through reflections,
refractions, and free space propagation in an optical system. When
illuminated with a normal incidence light of wavelength A, the
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Fig. 3. Tradeoff between 2D field of view (FoV) and eyebox size. Each
white line represents the fixed étendue of a holographic display system
illuminated by a grid of @ X a sources with different « values. We show the
étendue of the systems in log-scaled color maps. As the number of sources
increase, the étendue of the system also increases.

diffraction angle sy of an SLM with pixel pitch p can be expressed
as Ospm = isin’lﬁ.

For an SLM of physical size Ly X Ly, its étendue Gspp can be
expressed as:

Gsim = 4LxLysin®Ospp = A2Nx Ny (6)

where Ny X Ny is the pixel resolution of the SLM. This means that
the étendue of a holographic display is directly proportional to the
number of pixels of the SLM.

In a Fresnel holography display system, the 1D field-of-view (FoV)
and eyebox size w can be expressed as follows:

L N A
FoV = 2tan™! (—) = 2tan ! (—p) w = g_, (7)
29 29

where L, N are the size of the SLM and the number of SLM pixels in
the x or y axis, respectively, and g is the eyepiece focal length. Under
paraxial assumptions (6 ~ sinf ~ tanf), we see that the product of
the 2D FoV and eyebox of a holographic display system is exactly
the étendue of the system:

FoVy - FoVy - w? =

252

2tan” ! (M) - 2tan~! (M) . ‘(i ~ /lszNy = Gsim )
29 29 ) p?

This implies that there is an inherent tradeoff between the FoV and

the eyebox of a holographic display.

When the SLM is illuminated with a grid of a X « off-axis, direc-
tional illuminations, the system eyebox is expanded due to shifted
copies of the original spectrum. Specifically, if the directional illu-
mination is selected such that the illumination direction matches
the higher-order diffraction angles, the system 1D eyebox is exactly
expanded by a while the FoV remains the same, resulting in an
expanded 1D eyebox size of w = aT{A. Therefore, the 2D étendue of

the system is expanded by a factor of a?.

We show how the FoV and eyebox size relates to the required
number of sources in Fig. 3. We assume an SLM pixel pitch 0of 10.8 ym
and resolution of 1000 X 1000 and laser wavelength of 632.8 nm.
The FoV and eyebox size move along each white line in opposite
directions as we vary the eyepiece focal length g while the system
étendue remains fixed. As we increase the number of sources, the

étendue of the system also increases, as the white lines move further
towards to upper-right of the plot.

4.2 Baseline Configurations

We next discuss a number of holographic display system configura-
tions that serve as baselines to our proposed design shown in Fig. 2.
Illustrations of these baselines are shown in Fig. 4.

I Single Source with Fourier Filter. The conventional holographic
display setup with a single laser source and a Fourier filter to block
HDOs, including [Choi et al. 2022; Maimone et al. 2017; Peng et al.
2020; Shi et al. 2021]. Such systems suffer from small étendue and
non-uniform brightness across the eyebox.

II. Single Source with Phase Mask. A high-resolution phase mask
is placed in front of the SLM to increase the diffraction angle of the
SLM and therefore increase the étendue of the system. The phase
masks can be random [Buckley et al. 2006; Kuo et al. 2020; Park et al.
2019; Yu et al. 2017] or optimized [Monin et al. 2022a; Tseng et al.
2024]. These approaches have been shown to expand the étendue at
the cost of decreased image quality and contrast.

III. Multiple Sources. Multiple mutually incoherent lasers illumi-
nate the SLM from different angles simultaneously. Due to the ab-
sence of a Fourier filter, the frequency spectrum contains multiple
shifted, potentially overlapping copies of the same hologram. These
constraints limit this system’s capability to perfectly reconstruct a
light field.

IV. Multiple Sources with Fixed Random Fourier Mask. Multiple
lasers illuminate the SLM from different angles simultaneously while
a fixed random mask is placed at the Fourier plane to break the
correlation between the image copies, as demonstrated by Jo et
al. [2022]. Time multiplexing and content-adaptive filtering are not
feasible since the random masks are custom-printed and fixed.

V. Multiple Sources with Dynamic Fourier Filter (ours). Multiple
lasers illuminate the SLM from different angles simultaneously while
an amplitude SLM is placed at the Fourier plane. The amplitude SLM
can be dynamically refreshed and is synchronized with the phase
SLM, allowing for time-multiplexed and content-adaptive Fourier
modulation. We additionally compare with a generalized configura-
tion V* where the amplitude of the laser sources are controllable
rather than fixed. More discussions on this generalized configuration
can be found in the supplement.

VI Steered Illumination. Multiple individually controllable sources
or a single, swept source illuminate the SLM from different angles
without Fourier filtering, including [An et al. 2020; Chang et al.
2019; Jang et al. 2018; Reichelt et al. 2010; Xia et al. 2023]. Reduced
image quality due to HDOs remains an issue due to the lack of
filtering. Furthermore, such methods only apply to very high-speed
SLMs, because each source is sequentially turned on or steered in
sequence.

VII. Steered Illumination with Shifting Fourier Filter. Multiple indi-
vidually controllable sources or a single, swept source illuminate the
SLM from different angles while a synchronizable, dynamic filter is
placed at the Fourier plane to filter out the HDOs. One example is

SA Conference Papers 24, December 3-6, 2024, Tokyo, Japan.
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Fig. 4. lllustration of baseline display configurations. Single-source configurations (I, ) trade image quality off for étendue expansion factor (lI).

Multi-source approaches that use all sources simultaneously (III, 1V) benefit from a high-étendue “backlight” but operate within limited effective degrees of

freedom, which also makes it challenging to achieve a high image quality. Steered illumination approaches (VI, VII) sequentially illuminate the system from
different directions and require high-speed SLMs. Without a Fourier mask, the image quality achieved by these systems is also limited by high diffraction
orders (VI). We illustrate our design following the style of the schematic in [Kuo et al. 2023] for easier comparison.

the steered illumination system described in [Lee et al. 2020]. This
method is still sequential in nature, as each source is turned on one
at a time, and requires a very high-speed SLM.

4.3 Assessment

Table 1 and Figure 6 shows the light field reconstruction perfor-
mance of different baseline configurations in simulation. For con-
figurations with multiple sources (III, IV, V, V*, VI, and VII), we
consider a 3 X 3 grid of sources. We simulate a 800 X 1280 phase SLM
for single-SLM configurations (I, II, III, VI, VII) and an additional
20 X 20 Fourier display for configurations IV, V, and V*. We run
our optimization algorithm on all configurations to reconstruct a
9 x 9 light field. Additionally, we optimize the single source config-
uration to reconstruct a smaller, 3 X 3 light field in Table 1. Time
multiplexing is not used for configurations I, I, III, and IV. Please
refer to the supplemental material for additional discussions on the
optimization parameters, degrees of freedom of the system, and
ablation studies on the resolution of the Fourier display.

The naive single-source configuration (I) is able to reconstruct
a small 3 x 3 light field, but fails to reconstruct a larger-baseline
9 % 9 light field and cannot support uniform brightness across the
expanded eyebox (Fig. 1, b-d). Mask-based étendue expansion tech-
niques (II) reconstruct low-contrast and speckly images. By using
multiple sources (III), the eyebox is expanded but the light field
reconstruction quality is poor due to copies created by multiple
sources and HDOs. Introducing a fixed random mask at the Fourier
plane (IV) improves image quality, although the improvement is
limited due to the lack of time multiplexing and content-adaptive
Fourier mask optimization. Steered illumination options (VI, VII)
achieve decent image quality, however both configurations recon-
struct speckly images due to HDOs and can only be implemented
using high-speed SLMs due to the large number of required time-
multiplexed frames.

SA Conference Papers ’24, December 3-6, 2024, Tokyo, Japan.

Our methods (V, V*) achieves the best image reconstruction qual-
ity when using one frame and is better than the steered illumination
baseline (VII) while using fewer frames (6 vs. 9). This is achieved
through time multiplexing and our novel content-adaptive Fourier
modulation optimization framework. Our method successfully re-
moves the copies created by multiple sources and HDOs, recon-
structing clean and speckless light field views. More importantly,
a minimal increase in degrees of freedom in the Fourier plane (a
low-resolution 20 x 20 Fourier display) is sufficient to achieve good
image quality, and we perform extensive experiments to validate this
claim in the supplemental material. Finally, although our general-
ized configuration V* with amplitude-controllable sources achieves
the best quantitative image quality, the improvement is marginal
(<0.5 dB in terms of PSNR) and suffers from a much higher system
complexity. Hence, we opted for configuration V for our hardware
implementation.

5 EXPERIMENTAL RESULTS

Hardware Implementation. We implement the proposed 3D
holographic display design and evaluate our algorithms on the
system. The hardware setup and the optical path are shown in Fig. 5.
We implement our multi-source laser by cascading multiple 1:4 fiber
splitters (Thorlabs TWQ560HA) and arranging 9 customized fiber
tip outputs into a 3 X 3 array, which is then held together using a
custom-printed 3D mount. The spacing between each source is 8.17
mm and a 200 mm lens is used to collimate the multi-source laser.
Each collimated source field is, therefore, incident on the phase SLM
with a 2.34° incident angle. We use a TI DLP6750Q1EVM phase
SLM for phase modulation and a 1080p SiliconMicroDisplay liquid
crystal on silicon (LCoS) display for Fourier amplitude modulation.
A 75 mm Fourier transform lens is used to image the spectrum of
the phase-modulated wavefront onto the amplitude SLM. Our final
design has a diagonal field-of-view (FoV) of 7.78 degrees and an
eyebox size of 8.53 mm X 8.53 mm. A FLIR Grasshopper 2.3 MP
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Configuration Image Quality (PSNR/SSIM)

Configuration Image Quality (PSNR/SSIM)

46.23 / 0.97 (2D image)
22.43 / 0.46 (3 X 3 light field)
16.60/ 0.23 (9 x 9 light field)

L. Single Source with Fourier Filter
[Choi et al. 2022; Peng et al. 2020; Shi et al. 2021]

II. Single Source with Phase Mask [Kuo et al. 2020]  14.61/0.15
III. Multiple Sources 13.35/0.24
IV. Multiple Sources with Fixed Random Fourier 18.63/0.26

Mask [Jo et al. 2022]

21.05/0.39 (1 frame)
24.65 / 0.66 (6 frames)
25.17 / 0.71 (9 frames)
21.43/0.42 (1 frame)
25.02/ 0.69 (6 frames)
25.66 / 0.74 (9 frames)

V. Multiple Sources with Dynamic Fourier Filter
(ours)

V*. Multiple Sources with Dynamic Fourier Filter
with Laser Amplitude Control

VL. Steered Illumination 20.02 / 0.43 (9 frames)

VIL Steered Illumination with Shifting Fourier Filter

[Lee et al. 2020] 23.95/0.51 (9 frames)

Table 1. Baseline comparisons in simulation. Light field reconstruction
performance of different baseline configurations in terms of PSNR/SSIM.
We run our optimization algorithm on all configurations and six test scenes
to reconstruct 9 x 9 light fields and report the average reconstruction perfor-
mance. We run additional optimizations on the single source configuration
to reconstruct a 2D image and a smaller 3 x 3 light field. Our method
achieves the best reconstruction quality for the full light field while using
fewer frames. Per-scene PSNR/SSIM can be found in the supplemental ma-
terials.

s &
Crossed |
o e Polarizer |

Fig.5. Photograph of our multi-source holographic display prototype.
The propagation path is illustrated in red and components are labeled.

color USB3 vision sensor paired with a Canon EF 50mm /1.4 USM
camera lens is used to capture all experimental results. Please refer
to the supplemental material for additional details on the degrees
of freedom of our system and the relevant optimization parameters.

Experimental Capture Details. To capture light field views, we
place pupil masks at the Fourier plane to mimic the movement of the
user’s eyes, which is a technique used in prior works [Schiffers et al.
2023; Shi et al. 2024]. We implement this with a Thorlabs SM1D12
adjustable iris on a translation stage at the Fourier plane. To capture
focal stacks, we center the pupil at the Fourier plane and adjust the
camera focus to capture images at different depths.

Assessment. Experimentally captured results are shown in Figs. 1,
7, Table 2, and in the supplemental material. The PSNR and SSIM

III. Multiple Sources 12.72/0.19

IV. Multiple Sources with Fixed Random Fourier
Mask [Jo et al. 2022]

V. Multiple Sources with Dynamic Fourier Filter 13.83/0.23 (1 frame)
(ours) 14.43 / 0.40 (6 frames)

12.46 / 0.17

Table 2. Experimentally captured baseline comparisons. Experimen-
tally captured light field reconstruction performance of different base-
line configurations in terms of PSNR/SSIM, averaged across all six test
scenes. Our method achieves the best experimental image quality. Per-
scene PSNR/SSIM can be found in the supplemental materials.

values are averaged across all captured light field views. We observe
the same trends as predicted by our simulations both quantitatively
and qualitatively: the single-source configuration only supports
a limited eyebox and suffers from severe brightness falloff at pe-
ripheral viewpoints; 3D multi-source holography without a Fourier
filter cannot achieve a high image quality due to the copies created
the multiple sources; a static random mask placed in the Fourier
plane only provides limited degrees of freedom and suffers from
low contrast; our approach without time multiplexing (i.e., 1 frame)
improves the quality over the random mask as it optimizes the am-
plitude mask pattern in a content-adaptive manner; our method
with 6-frame time multiplexing achieves the highest image quality
with the largest amount of empirically observed parallax.

6 DISCUSSION

In summary, we present a novel hardware system for étendue ex-
pansion and an algorithmic framework for 4D light-field-supervised
computer-generated holography. The hardware system includes a
multi-source laser array to create a large-étendue coherent back-
light for the phase SLM and an amplitude SLM for dynamic Fourier-
amplitude modulation. The algorithmic framework includes the
joint optimization of time-multiplexed amplitude SLM and phase
SLM patterns and a memory-efficient, stochastic light field super-
vision procedure to create 4D light field holograms. We compare
our method with a number of étendue expansion baselines and ver-
ify in simulation and experimentally that our system achieves the
highest-quality light field reconstruction results for large étendue
settings.

Limitations and Future Work. We demonstrate our results on
a benchtop display setup but futher efforts are required to minia-
turize this system. Currently, our multisource laser array is imple-
mented using bulky fiber splitters and could be miniaturized using
nanophotonic phased arrays [Sun et al. 2013]. Folding the propaga-
tion distance of holograms using optical waveguides could further
remove the need of beam splitters and subsequently shrink the form
factor, as demonstrated in [Jang et al. 2024; Lin et al. 2018, 2020;
Yeom et al. 2021]. We illustrate potential compact designs in the
supplemental material. The frame rate of our system is limited by
our amplitude display (240 Hz native frame rate). This translates to
a ~13.33 Hz frame rate when operating in color-sequential mode
with 6-frames time-multiplexing. The frame rate can be improved

SA Conference Papers 24, December 3-6, 2024, Tokyo, Japan.



8 « Brian Chao, Manu Gopakumar, Suyeon Choi, Jonghyun Kim, Liang Shi, and Gordon Wetzstein

by using more advanced LCoS displays with frame rate > 720 Hz
[Lazarev et al. 2017]. Real-time synthesis of light field holograms are
necessary for practical holographic displays, but is not currently not
supported by our system. Extending recent neural network-based
hologram synthesis methods [Shi et al. 2021, 2022; Yang et al. 2022]
to work for 4D light field holograms would be an interesting future
direction. Finally, we did not attempt to calibrate a neural network—
parameterized wave propagation model of our prototype display
system, which has been demonstrated to significantly improve ex-
perimentally captured holographic image quality for other types of
optical configurations [Choi et al. 2022; Peng et al. 2020].

Conclusion. The novel hardware design and algorithmic frame-
work presented in this work improves the étendue of holographic
displays and allows for light field holograms synthesis with im-
proved image quality. These help make holographic displays a more
practical technology for augmented and virtual reality applications.
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Center View Rear Focus Front Focus Left View Right View

1. Single Source
with Fourier Filter
(1 frame)

PSNR: 16.13
SSIM: 0.25

1. Phase Mask
(1 frame)
PSNR: 12.62
SSIM: 0.14

111. Multisource
(1 frame)
PSNR: 11.28
SSIM: 0.22

IV. Multisource
with Random
Fourier Mask
(1 frame)
PSNR: 18.27
SSIM: 0.28

VI. Steered
Illumination
(9 frames)
PSNR: 18.28
SSIM: 0.43

VII. Steered
lllumination with
Filter

(9 frames)

PSNR: 25.07
SSIM: 0.56

V. Ours

(1 frame)
PSNR: 21.32
SSIM: 0.42

V. Ours

(6 frames)
PSNR: 26.01
SSIM: 0.75

Fig. 6. Comparison of hardware configurations using simulated reconstruction. Here, we compare different étendue-expanded holographic display
configurations, including the conventional setup with light-field supervision (1st row), phase masks [Kuo et al. 2020] (2nd row), multisource (3rd row),
multisource with random Fourier mask [Jo et al. 2022] (4th row), steering (5th row), steering with filter (6th row), and ours with 1-frame and 6-frame time
multiplexing (multisource with content-adaptive dynamic Fourier modulation, 7-8th rows). For each configuration, we present the central view (1st column)
and insets at two focal slices (rear and front) and two different viewpoints (left and right) in the next four columns. Quantitative evaluations are included
as PSNR (dB)/SSIM on the left. Note that all methods use the same, large-baseline target light field for supervision, which degrades the quality of the
single-source configuration (I) because it simply does not support such a large eyebox.
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1. Single source IV. Multisource with
with Fourier Filter 111. Multisource Random Fourier Mask
(1 frame) (1 frame) [Jo et al., 2022] (1 frame) Ours (1 frame) Ours (6 frames)

Rear Focus

Front Focus

Middle Right

Left

Rear Focus

Front Focus

Middle Right

Left

Fig. 7. Focals stack and parallax comparison using experimentally captured results. We compare the conventional setup and various multi-source
holographic display configurations, including the single source setup with filter (1st column), the multisource setup without a filter (2nd column), with a
random Fourier mask [Jo et al. 2022] (3rd column), and our configuration with 1-frame (4th column) and 6-frame time multiplexing (5th column). We show the
full image from the central viewpoint in the top row, and the insets in the following rows are captured from different viewpoints. We see that the single-source
configuration suffers from extreme brightness falloff at peripheral views. Our method achieves the best image quality among all multisource settings.
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